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Abstract

This paper analyzes the importance of using proper techniques for the reject inference to develop consumer credit scoring. The focus is treating reject inference as a missing data problem and using model-based imputation techniques as a way to enhance the information inferred from the rejects over that of traditional approaches when developing credit scorecards. An overview and comparison of the standard missing data approaches to reject inference are provided. Multiple imputation is also discussed as a method of reject inference which can potentially reduce some of the biases which can occur from using some of the traditional missing data techniques. A quantitative analysis is then provided to confirm the hypothesis that model-based multiple imputation is an enhancement over traditional missing data approaches to reject inference.
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SURVEY OF LITERATURE

Introduction

Consumer credit is granted by banks, retailers, mail order and online catalogue companies and various other lending institutions and is a sector of the economy that has seen rapid growth over the last 35 years. Credit scoring is the name used to describe the process of determining how likely an applicant is to default with repayments. Statistical models developed to give estimates of these default probabilities are referred to as scorecards or classifiers. Standard methods used for developing scorecards are discriminant analysis, linear regression and decision trees. An accept/reject decision can then be taken on a particular applicant by comparing the estimated good/bad probability within a suitable threshold.

Despite the widespread use of credit scoring techniques in the consumer credit industry there are several aspects of the methodology that have not received sufficient attention in the literature. Principle reasons for this are intellectual property concerns and the lack of widely available datasets. In this paper we will examine reject inference which is an important aspect of credit scoring that has not received much attention in the literature with the aid of a real data set from a large credit granting firm. Reject inference is the process of trying to infer the true credit status of the rejects, using their characteristic vectors. Reject inference is an important topic when new scorecards are being developed since the true creditworthiness of the applicants rejected by the previous scorecards cannot be determined due to their applications being formally rejected. Thus, if a sample consisting only of accepted applicants is used to construct the new scorecard then bias may be introduced. The process of reject inference has traditionally been used to reduce this bias by inferring the true status of the rejects to produce a new scoring instrument. However, much of the published work on reject inference has been inconclusive as to when reject inference is necessary and which of the various techniques are most effective.

Chandler and Coffman (1979) presented a comparison of judgmental systems with credit scoring and concluded that scoring has certain advantages not shared by judgmental methods including being based on actual and not perceived performance which can be statistically evaluated before implementation. They also noted that credit scoring produced more consistent evaluations and are more accurate than judgmental methods.

Eisenbeis (1978) and Crook et. al (1992) classified the literature on credit scoring into two groups. Firstly, those papers which consider the relative merits of different classification techniques for constructing credit scoring models (e.g. discriminant analysis, decision trees and logistic regression). Secondly, those
which consider the underlying objectives of credit scoring and different aspects of
the credit granting policy related to scoring.

Among the most important contributions to the literature on the appropriate
classification techniques to use for both consumer and commercial credit scoring
models include the works of Durand (1941); Myers and Corder (1957); Smith
(1964); Myers and Forgy (1967); Altaman (1968); Chatterjee and Barcun (1970);
Orgler (1970, 1971); Edminster (1972); Apilado et. al (1974); Blum (1974); Tousant
(1974); Grablowsky and Talley (1981); Wiginton (1981); Chandler and Coffman
(1983, 1984); Doreen and Farkhoomand (1983); Reichert et. al (1983); Hand (1986,
2001); Overstreet and Kemp (1986); Leonard (1988, 1993); Srinivasan and Kim
(1987); Boyle et. al (1992); Fogarty and Ireson (1993, 1994); Hand and Henley
(1993, 1994); Henley (1997); Wilson and Summers (1998); Chang et. al (2000);

Among the most important contributions to the literature on the credit granting
policy related to credit scoring includes the works of Mehta (1968, 1970);
Blackwell and Sykes (1992); Edelman (1992); Lundy (1992); Oliver (1992); and

This paper will represent an original contribution to a more recent third class of
literature on credit scoring not yet anticipated by Eisenbeis (1978) and Crook et. al
(1992) which considers ways to improve the results of current scoring techniques
in practice. Recent work in this area includes Kelley et. al (1999) and Hand and

Reject inference is a technique that is widely used by scorecard developers,
although it has not been given extensive treatment in the literature. Henley (1997)
describes two important reasons for needing reject inference as being the potential
bias being introduced if a sample consisting only of accepted applicants is used to
construct a new scorecard and also in order to obtain an accurate estimate of the
portion of potential goods (from the full applicant population) being rejected by
the existing scorecard. In addition, other unknown aspects of the structure of the
reject population may provide further reasons for needing reject inference (e.g. if
one wishes to understand the shape of the \( p(g|x) \) curve in the reject region).

Eisenbeis (1978) reported that using a model based solely on the truncated
population of accepted applicants can frequently generate misleading results.
Other authors, including Hsia (1978); Reichert et. al (1983); Joanes (1993, 1994)
and Hand (1998) have highlighted the possible bias that can result from using a
sample of accepted applicants to build a scorecard with which to assess the full
applicant population.

Henley (1997) conducted a survey of reject inference methods proposed in the
literature and compared and contrasted their relative performance. Henley
described several methods for reject inference that assume no additional data
including augmentation, extrapolation from the accepts and standard missing data
approaches. He also described several methods of reject inference that utilize
supplementary information in the form of distributional assumptions and a
calibration sample which includes the true status of the rejects. Finally, Henley evaluated methods using foresight data which involves information that becomes available on applicants in a data sample after the application is made (and before the model building procedure is carried out). Henley (1997) went on to conclude in his study that reliable reject inference is impossible unless extra information is incorporated in some way. This conclusion presents a dilemma to developers of credit scorecards since the threat of the potential bias which may result from not including the rejects in the development sample is well documented and understood throughout the consumer credit industry. In addition, additional data which can be used to improve the reliability of reject inference methods is often unavailable. Therefore, scorecard developers will continue to use ad hoc methods of reject inference without a full understanding of its potential impact on the final scorecard implementation.

**Missing Data Mechanisms and Their Impact on Reject Inference**

De Veaux and Hand (2005) describe a category of missing data arising out of the nature of the problem and use credit scoring and rejects as an example. Henley (1997) also described the process of treating reject inference as a missing data problem. Before describing the application of standard missing data approaches to the reject inference problem a brief overview of three specific assumptions that one can make about the process by which data can become missing is necessary (Rubin, 1987). It will be noted later when guidelines are given for the selection of proper imputation procedures that the understanding of these missing data mechanisms will determine the type of imputation procedure a researcher can utilize. To properly define these mechanisms, first let $Y$ denote the data matrix, with columns (dependent and explanatory) variables and rows as observations. If $Y$ were entirely observed, or in the context of this study there were no rejects, one would use some statistical or data mining method to analyze it and could ignore this research. If one defines $M$ as a ‘missingness’ indicator matrix with the same dimensions as $Y$ but with a 1 in each entry for which the corresponding entry in $Y$ is observed and a 0 when the corresponding element of $Y$ is missing. Finally, let $Y_{obs}$ and $Y_{mis}$ denote stacked vectors of elements of $Y$ that are observed and missing, respectively, so $Y = \{Y_{obs}, Y_{mis}\}$.

The three missing mechanisms can now be explained in order from least to most dependent on other information.

1. **Missing Completely At Random (MCAR):** neither $Y_{obs}$ nor $Y_{mis}$ helps in predicting $M$. That is, $P(M \mid Y) = P(M)$. 

1. Missing At Random (MAR): $Y_{obs}$, but not $Y_{mis}$, helps in predicting $M$. That is, $P(M | Y) = P(M | Y_{obs})$.

2. Nonignorable: $Y_{mis}$ and possibly also $Y_{obs}$, helps in predicting $M$, so $P(M | Y)$ does not simplify.

Rubin (1987) characterizes each of these processes according to the ability to predict the values of $M$. (i.e. which values of $Y$ will be missing). For example, the missing values in the MCAR processes cannot be predicted with any information in $Y$, observed or not. An explicit example of an MCAR process is one in which customers decide to answer customer satisfaction survey questions on the basis of flipping a coin. Of course, the MCAR assumption rarely applies. If credit card customers who pay off their balance each month avoiding all interest charges are more likely to decline to answer a question on interest rates then the data are not MCAR. For MAR processes, the probability that a cell value is missing may depend on the observed data, but it may not depend on values of $Y$ that are unobserved. Using the previous example, if customers who indicate that they do not pay interest on their other credit cards in a customer satisfaction survey, are more likely to decline to answer a question on interest rates, then the process is MAR so long as the interest payer identification is a question in the survey. Finally, if the probability that a cell is missing depends on the unobserved value of the missing response, the process is said to be nonignorable. An example of such a process is when high-income people are more likely to refuse to answer customer satisfaction survey questions about income and when other variables in the data set cannot predict which respondents have high income (Rubin, 1987). Methods for dealing with ignorable missing data are not unbiased in the presence of nonignorable missing data. Specific methods for dealing with nonignorable missing data include Response Function and Mean Response Function imputation proposed by Sijtisma and Van der Ark (2003). Additional methods for dealing with nonignorable missing data have been proposed by Green and Park (2003), Troxel, Harrington and Lipsitz (1998), Neuenschwander and Brandon (2004), Paik (2004) and Lipsitz et al. (2004). Note that in the case of nonignorable missing data, the missing data mechanism should be explicitly specified as in the case of selection models in econometrics in order for the missingness to be modeled accurately (Bernaards and Sijtisma, 2000).

In the credit scoring problem Henley (1997) pointed out that the appropriate missing data mechanism depends upon the set of characteristics used to make the original accept/reject decision. He distinguished between two possible scenarios as described below:

(1) If the set of characteristics $Z$ available for building new scorecards does include all the characteristics from the set $X$ used to make the original accept/reject classification then the data will be MAR. This is because the probability of response depends on the set of characteristics $Z$ alone and not on the response.

(2) If the set of characteristics $Z$ available for building new scorecards does not include all the characteristics from the set $X$ used to make the original accept/reject classification then the data will be nonignorable. This is because the probability of
response is indirectly dependent upon the true creditworthiness $Y$ through the characteristics in $X/Z$.

**Standard Missing Data Approaches to Reject Inference**

The literature on the missing data techniques (MDTs) has flourished since the early 1970's spurred by advances in computer technology that made previously laborious numerical calculations a simple matter. In the last two decades, substantial progress has been made in developing statistical procedures for missing data. In the late 1970's, Dempster, Laird, and Rubin (1977) formalized the EM algorithm, a computational method for efficient estimation from incomplete data. EM has proven to be very useful as a computational device. More importantly, the ideas underlying EM signaled a fundamental shift in the way statisticians viewed missing data. Until that time, missing data were viewed as a nuisance to be gotten rid of, either by case deletion of mean imputation. Since then, statisticians have begun to see missing values as a source of variability to be averaged over. In any complete dataset, the observed values provide indirect evidence about the likely value of unobserved ones. This evidence, when combined with certain assumptions, implies a predictive probability distribution for the missing values that should be averaged over in the statistical analysis (Schafer and Olsen 1998).

In comparison with the development of traditional statistical methods the literature on the analysis of partially missing data is relatively recent; review papers include Afifi and Elashoff (1966), Hartley and Hocking (1971), Orchard and Woodbury (1972), Dempster, Laird, and Rubin (1977), and Little (1982). Methods proposed in the previous papers can be clustered into four non-mutually exclusive categories.

The first category of procedures proposed in the literature on missing data techniques is based on the complete-case procedures. In these procedures, when some variables are not recorded for some of the units, the method is to discard them and analyze only the units with complete data (e.g. Nie et al., 1975). This strategy is generally easy to carry out and may be satisfactory with small amounts of missing data. It can lead to serious biases, however, and it is not usually very efficient. Listwise deletion is a member of this first category and is the most frequently MDT in use today (Gilley and Leone, 1991; Fogarty and Blake, 2002). Listwise deletion eliminates all cases with any amount of missing data from an analysis. Listwise deletion is often the default option for analysis in many statistical packages (Little and Rubin, 1986). In terms of the application of listwise deletion to the reject inference problem this would be considered the equivalent of just working with the accepts. The danger of using this approach has been covered in the introduction section.

The second category of MDTs is known as available-case procedures. Pairwise deletion is a member of this category and works by deleting information only from those statistics that “need” the information. The disadvantage of using these procedures is that the sample base varies from variable to variable according to the pattern of missing data. While these procedures can provide an advantage over
listwise deletion in terms of loss of statistical power they can also yield problems if the data are not MCAR (Little and Rubin, 1986).

The third category of methods, referred to as weighting procedures, is popular in sample survey applications. In this method, randomization inferences from data with nonresponse are commonly based on design weights, which are inversely proportional to the probability of selection. Weighting procedures modify the weights in an attempt to adjust for nonresponse and are similar to the mean imputation MDT, which will be discussed later.

The fourth category of methods is referred to as imputation-based procedures. Data imputation refers to methods that impute (i.e., fill in) the values of items that are missing. Roth (1994) reported that imputation-based procedures have a number of advantages. First, imputation strategies save a great deal in terms of information over listwise deletion since an individual is not deleted from the analysis as a result of missing a small amount of information. Furthermore, the imputation strategies can save even more data than does pairwise deletion. The data “paired” with the missing data are also saved. Finally, the imputed data preserve deviation from the mean and the shape of the distribution. Thus, they will not attenuate correlations as much as weighing procedures. There are a variety of methodologies which have been developed in the literature for data imputation. The main methods of imputation discussed include mean imputation, hot deck imputation, cold deck imputation, regression imputation, stochastic regression imputation, composite methods, maximum likelihood, expectation maximization and multiple imputation (Little, Rubin, 1986; Efron, 1994; Roth, 1994; James, 1995; Fay, 1996; Rubin, 1996; Hedeker and Gibbons, 1997). In these methods, the missing values that are filled in can be analyzed by standard methods.

There are several advantages to the imputation approach to handling missing data problems. The first major advantage which was discovered as a result of the literature review is that these methods tend to produce less biased estimates than simple MDTs such as listwise or pairwise deletion. The second major advantage of the imputation approach is that once the missing values have been filled in, standard complete-data analysis methods can be used on the entire dataset. The third major advantage of this approach is that in many cases the imputations can be created just once by the database administrator who may have much better information about and understanding of the process that creates missing data than the analyst. There are two types of imputation-based procedures as outlined in the literature.

The first type is referred to as non-model based imputation procedures. The most commonly used procedure is known as mean imputation, where means from sets of recorded values are substituted. Mean imputation allows researchers to use the mean value of a variable in place of missing values for the same variable and is a very popular MDT used in current commercial analysis activities as described by Hawkins and Merriam (1991). Hawkins and Merriam further reported that while mean imputation preserves data and is easy to use, it also tends to attenuate variance estimates in statistical procedures. Furthermore, Donner (1982) reported
that analysts using mean imputation may also believe they have more degrees of freedom than is warranted since substituted means are not independent from other observations in the data.

The second type of imputation-based procedures is referred to as model-based imputation procedures. Henley (1997) characterized model-based imputation procedures as being more flexible and less ad hoc than the other missing data procedures and used these as a starting point for his investigation of possible methods of reject inference. Henley (1997) also went on to classify extrapolation of the accepts which is a popular method of reject inference which uses information from the accepts to extrapolate the behavior of the reject population as a model-based procedure. These procedures can be further described in terms of two categories known as implicit or explicit model-based imputation approaches.

Commonly used implicit model-based imputation procedures include hot deck imputation where recorded units in the sample are substituted and cold deck imputation, where a constant value from an external source, such as a value from a previous realization of the same sample, is substituted.

Hot deck imputation is a popular MDT being currently used to address data quality issues in government statistical agencies and industry (Ford, 1983; Rizvi, 1983). A number of highly visible surveys have adopted hot-deck strategies. They include the British Census (Baker, Harris and O’Brien, 1989; Ford, 1983), Statistics Canada, (Rubin, 1987), Current Population Survey (Ford, 1983; Lillard, Smith and Welch, 1986), the Canadian Census of Construction (Ford, 1983), the U.S. Annual Survey of Manufacturers (Little, 1988), the National Medical Care Utilization and Expenditure Survey (Lepkowski, Landis and Stehouwer, 1987), and the U.S. Bureau of the Census. The main idea is that analysts should replace a missing value with an actual value from a similar case in the dataset. Hence, the eventual data set with the imputed values is termed “hot” because it is currently in use by the computer. “Cold-deck” imputation uses information from another data source that is not currently in use by the computer. Roth (1994) reported that proponents argue that hot-deck imputation tends to increase accuracy over simple MDT strategies because missing values are replaced by realistic values. Furthermore, these values are not just variable means that may distort variable distributions. Instead, the values preserve the distributional characteristics of the data because the categorization variables affect imputed values. Roth (1994) also discussed four disadvantages of using hot-deck procedures, which are summarized below. The first is the lack of theoretical or empirical work to determine the accuracy of the procedure. The second disadvantage is that the number of classification variables may become unmanageable in large commercial data warehouses. The third disadvantage is that categorization sacrifices information. Finally, the fourth disadvantage of using hot-deck procedures is that estimating standard error can be difficult. Despite these disadvantages, the literature review has shown that the hot deck MDT is very popular and despite a lack of theoretical research, most of the development stems from practical arguments to overcoming missing data problems in “real world” settings which makes it a very popular and intuitive MDT.

Explicit model-based procedures are a broad class of methods generated by defining a model for the partially missing data and basing inferences on the likelihood under
that model, with parameters estimated by procedures such as maximum likelihood. Commonly used procedures in this category include regression imputation, where missing values are replaced by estimates of regression coefficient estimates based upon available data; and stochastic regression imputation, where missing values are replaced by a value predicted by regression imputation plus a residual, drawn to reflect uncertainty in the predicted value. Note that when using regression methods for imputation the resulting predictions are heteroscedastic because their variances are based on x variables. Maximum likelihood methods estimate parameters based on the available data, and then estimate missing units based on the parameters just estimated. The expectation maximization approach iterates through a process of estimating missing data and then estimating parameters. Composite methods combine ideas from different methods, such as hot deck and regression imputation combined by calculating predicted means from a regression but then adding a residual randomly chosen from the empirical residuals to the predicted value when forming values for imputation. Multiple imputation methods where more than one value is imputed for the missing items, is a method which allows valid estimates of the variance of estimates to be calculated using standard complete data procedures (DeSarbo, Green and Carroll, 1986; Rubin, 1987).

Advantages of the explicit model-based approach are flexibility; the avoidance of ad hoc methods, and the availability of large sample estimates of variance based on the second derivatives of the log likelihood, which takes into account incompleteness in the data in those models. In addition to these advantages the assumptions underlying the resulting model-based methods can be displayed and evaluated (Rubin, 1987).

Henley (1997) discussed the applicability of using model-based approaches in particular the (expectation maximization) algorithm as a missing data approach to the imputation of the rejects and concluded that the application of these techniques would not convey any advantage over simply constructing a scorecard using the accept sample. Using MDT terminology this would be equivalent to the recommendation that using a model-based imputation approach would not convey any advantage over listwise deletion.

Model Based Imputation Approaches in Comparison with Listwise Deletion

Henley’s (1997) hypothesis on the equivalency of model based-approaches to listwise deletion for the imputation of missing credit performance data required in the reject inference context warrants further research since it challenges some of the MDT literature discussed in the former sections which convey an advantage to model based imputation from listwise deletion and other simple MDTs. Therefore, a more extensive literature search was conducted on the comparison of the techniques in multiple contexts in order to derive a more stable knowledge base which will enable us to decide the direction of further research in this area.

Roth (1994) reported that a growing number of researchers and practitioners are choosing to estimate missing data values based on other variables in the data set using regression techniques. Monte Carlo studies indicate that regression imputation strategies are more accurate than simple MDTs such as listwise deletion and mean
imputation (Beale and Little, 1974; Chan and Dunn, 1972; Chan, Gilman and Dunn, 1976). Roth (1994) reports that the drawback to regression imputation is that the imputed values may fall outside of the logical limits of the values for each variable. Regression imputation may also increase the factor structure clarity of the data matrix because estimated variables are functions of other variables, and they may slightly underestimate variance and covariance statistics. Finally, analysts using regression imputation must be concerned with the correct number of degrees of freedom.

**Maximum likelihood** (ML) and the related *expectation maximization* algorithm (EM) approach are important departures from the ad hoc approaches to missing data discussed earlier (e.g. mean substitution). ML procedures allow explicit modeling of the imputation process that is open to scientific analysis and critique (DeSarbo, Green and Carroll, 1986; Graham, Hofer and MacKinnon, 1996; Hedeker and Gibbons, 1997). The various forms of ML estimates have generally proven to be more accurate than listwise deletion, mean substitution or regression imputation (Donner and Rosner, 1982, Lee and Chiu, 1990; Little, 1979). However, Donner and Rosner (1982) reported that differences can be small, and DeSarbo, Green and Carroll (1986) further reported that the distributional assumptions needed to use ML techniques are relatively strict. The EM algorithm (Dempster, Laird and Rubin, 1977; Laird, 1988; Ruud, 1991; Graham, Hofer and MacKinnon, 1996) is a similar approach to maximum likelihood. Typically, the first iteration involves estimating missing data and then estimating parameters using ML estimates as well as missing data estimates. The second iteration would require re-estimating the missing data based on the new parameter estimates and then recalculating the new parameter estimates based on actual and re-estimated missing data (Little and Rubin, 1986). This approach is repeated until there is convergence in the parameter estimates. Monte Carlo testing suggest that the EM approach produces less biased estimates than simple MDTs including listwise and pairwise deletion along with mean imputation (Malhotra, 1987; Azen, Van Guilder and Hill, 1989; Graham and Donaldson, 1993). Laird (1988) along with Little and Rubin (1986) reported that a primary drawback of using the EM algorithm is that it can take a long time to converge. Roth (1994) reported that another drawback of using the EM algorithm for the imputation of missing data is that the material explaining it is so complex that it is most suitable for statisticians or extremely adept quantitative researchers.

The studies from the expanded literature review previously summarized overwhelmingly challenge the final conclusions of Henley (1997) that model-based imputation approaches do not convey any advantages to simply working with the accepts in reject inference applications. This challenge even held true with the use EM algorithm which was the specific MDT from which Henley derived his conclusions. From this extensive literature review on the topic it would appear that we can now conclude with some degree of confidence that the use of using model-based imputation procedures would indeed convey an advantage over simply working with the accepts in reject inference applications. Therefore, from the existing literature review it is proposed that further research is necessary in this area to provide similar evidence in a live reject inference application. In addition, further research is necessary to allow one to choose the right MDT technique from which to
conduct reject inference given the fact that there are many choices currently available to the credit scorecard developer.

**Multiple Imputation Methods for Reject Inference**

Given there are many choices in terms of imputation procedures outlined in the literature one may ask is for some guidance in choosing the appropriate model-based imputation procedure. Firstly, a distinction should be made between situations where the final product is data and where the final products are estimated coefficients and predictions. Where the final product is data this could represent public use datasets released by census bureaus and government organizations or multi-use business datasets e.g. monthly billing cycle extracts from a consumer finance company where several functions use the datasets for internal research. Rassler (2003) discusses importance of imputation for public use databases in the context of advances in data fusion. When it’s a dataset that will be used by another party other than the imputer then consideration must be taken to choose a procedure that doesn't require complexity in conducting the final statistical analysis. Multiple imputation can be difficult in these situations while single imputation applications can be easier to understand and prevent improper use and interpretation at the final stages of the analysis. On the other hand if the imputation is being conducted by the researcher then he/she would want to maximize the accuracy of the statistical analysis by choosing the best technique given the constraints of the situation. Where the final products are estimated coefficients and predictions then choosing the appropriate technique to handle missing data during analyses is one of the most challenging decisions facing researchers (Saunders et al., 2006). Firstly, it is important for the researcher to identify any patterns to the missing data since this justifies the choice of imputation procedures used by the researcher (Schafer and Graham, 2002). Furthermore, understanding any patterns to the missing data will directly lead to the determination of whether the missing values are missing completely at random (MCAR), missing at random (MAR), or nonignorable. Knowledge of these missing data mechanisms are also extremely important to the determination of the appropriate imputation procedure. Second, since the various missing data procedures all have varying complexities the researcher must take into account the amount of time it will take to utilize a given technique. However Schafer and Graham (2002) point out that time shouldn’t be the only factor to consider since more advanced procedures like single and multiple imputation methods produced significantly higher levels of accuracy than simple techniques such as listwise deletion. Also, the percentage of missing data for each of the variables is important to consider as well. For instance, Schafer and Graham (2002) showed that the effectiveness of both simple and more complex missing data techniques was comparable with variables missing just 1% or 2% of the values. The researcher must also carefully consider the amount of missing values and whether the variable is to be used as a dependent or independent variable. Researchers are more likely to want to retain a dependent variable and therefore will be more inclined to accept higher levels of missing values and use more sophisticated
techniques to address the missingness. Finally, each method has its specific pros and cons which researchers must take into account when choosing the right imputation procedure for their study. For instance, while single imputation obviously has its advantage over non model based procedures such as mean imputation the major disadvantage of the single imputation procedures described in the previous section are that one imputed value cannot by itself represent any uncertainty about which value to impute. Hence, credit scoring reject inference applications that treat imputed reject values just like observed values will generally systematically underestimate uncertainty. Equally serious, single imputation cannot represent any additional uncertainty that arises when the reasons for the data being missing are unknown (Rubin, 1987; Rubin and Schenker 1991; Schafer, 1996). Rubin and Schenker (1991) showed that underrepresentation of uncertainty with single imputation can be a major problem.

One of the most important recent contributions in the area of the analysis of multivariate incomplete data in recent years was first proposed by Rubin (1978, 1987) through the development of multiple imputation techniques to address this problem of missing data uncertainty. Rubin originally proposed multiple imputation to handle missing data in sample surveys. Researchers today, however, are beginning to use this technique in other application areas (Rubin and Schenker, 1991; Heitjan and Landis, 1994; Lavori, Dawson and Shera, 1996; Gomel et al., 1997, Noh, Kwak and Han, 2004, Frair et al., 2004). The use of multiple imputation as a missing data approach to the reject inference problem is one such new application area which can possibly provide a practical method for scorecard development in the future.

Multiple imputation retains the three major advantages of single imputation and rectifies its major disadvantages by replacing each missing value with a vector composed of \( M \geq 2 \) possible values. The vectors of imputations create an \( n_{\text{mis}} \times M \) matrix of multiple imputations, where \( n_{\text{mis}} \) is the total number of missing values. Each column of this matrix is used to create a completed dataset, and so the multiple imputations lead to \( M \) completed datasets, each of which can be analyzed using statistical or data mining techniques that are appropriate when there are no missing values. For example, using standard complete-data methods, an analyst can obtain \( M \) estimates and their variance-covariance matrices or \( p \) values, which can then be combined to form a single inference under the model used to impute the missing values (Li, Raghunathan and Rubin 1991; Rubin and Schenker, 1991). Schenker, Treiman and Weidman (1993) reported that multiple imputation was developed and can be justified most easily from the Bayesian perspective. Let \( Y_{\text{obs}} \) and \( Y_{\text{mis}} \) denote the observed and missing values in a dataset respectively, and let \( Q \) denote the population quantity of interest. Suppose that, if the missing values were known, inferences would be in the form of a distribution for \( Q \) with density \( g(Q \mid Y_{\text{obs}}, Y_{\text{mis}}) \) (the ‘complete data posterior density’). Since the missing values are not known, however, a model must be fitted which predicts the missing values given the observed values. Suppose that this results in a posterior predictive density \( f(Y_{\text{mis}} \mid Y_{\text{obs}}) \). The ultimate goal is to obtain the posterior density of \( Q \) (given the observed data), which can be expressed as
Equation 1 shows that the posterior density of $Q$ can be obtained by averaging the complete data posterior density over the predictive distribution of the missing values. Thus, one way to compute $h(Q \mid Y_{obs})$ (say, at a particular value of $Q_0$) would be to draw values of $Y_{mis}$ repeatedly from $f(Y_{mis} \mid Y_{obs})$, to calculate $g(Q_0 \mid Y_{obs}, Y_{mis})$ separately for each draw and then average the values. In principle, multiple imputations are repeated draws from the predictive distribution of $Y_{mis}$ under the posited model for the missing data. Hence, multiple imputation allows the data analyst to approximate the above equation by analyzing the completed dataset under each draw and then combining the analyses (Schenker, Treiman and Weidman 1993). The exact computation of the above equation by simulation would require the following:

1. An infinite number of draws of $Y_{mis}$ from its predictive distribution.
2. The calculation of $g(Q_0 \mid Y_{obs}, Y_{mis})$ for every value $Q_0$.

An approximation to the above equation is given by Rubin and Schenker (1986) for use with only a small number of imputations of $Y_{mis}$.

Rubin (1987) reported that multiple imputation shares with single imputation the ability to reduce bias over simple MDTs, uses complete-data methods of analysis and has the ability to incorporate the data collector's knowledge. In fact, Rubin (1987) further reported the latter benefit just mentioned is not only retained but enhanced because multiple imputations allow data collectors to use their knowledge to reflect uncertainty about which values to impute. This uncertainty is of two types: sampling variability assuming the reasons for nonresponses are known and variability due to uncertainty about the reasons for nonresponse. In addition to multiple imputation’s ability to retain the advantageous characteristics of single imputation, Rubin (1987) reported three extremely important advantages over single imputation. First, when imputations are randomly drawn in an attempt to represent the distribution of the data, multiple imputation increases the efficiency of estimation. The second distinct advantage of multiple imputation over single imputation is that when the multiple imputations represent repeated random draws under a model for nonresponse, valid inferences—that is, ones that reflect the additional variability due to missing values under that model—are obtained by combining complete-data inferences in a straightforward manner. The third distinct advantage of multiple imputation is that by generating repeated randomly drawn imputations under more than one model, it allows the straightforward study of the sensitivity of inferences to various models for nonresponse simply using complete-data methods repeatedly. Li, Raghunathan and Rubin (1991) reported that the practical payoffs from using multiple imputation are that (1) only standard complete-data analysis techniques need to be used to analyze each completed dataset and (2) satisfactory multiple imputations can often be created relatively easily.
A fairly substantial literature, both theoretical and applied, now supports the efficacy of multiple imputation. Rubin (1980), Herzog and Rubin (1983), Heitjan and Rubin (1986), Rubin and Schenker (1986, 1987), and Glynn, Laird and Rubin (1986) developed, illustrated, and evaluated procedures for scalar parameters. Rubin (1987), Treiman, Bielby and Cheng (1988), and Schenker, Treiman and Weidman (1983) considered multiparameter situations. Li, Raghunathan and Rubin (1991) developed procedures for computing significance levels from datasets whose missing values have been multiply imputed. Wei and Tanner (1991) and James (1995) developed and evaluated approximation methodologies to analyze censored regression data. Meng (1994) reviewed and explored multiple imputation inferences with uncongenial sources of input. Rubin (1996) provided an overview of some of the developments in multiple imputation since he originally introduced the concept and compared it with competing methods such as single imputation, multiple imputation with analysis other than repeated-imputation inference and weighting methods. Schafer (1996) developed and described new computational algorithms and software, which allows analysts to create proper multiple imputations in complex multivariate settings.

In the applied research area, several complex applications of multiple imputation have been conducted on U.S. Census databases. Clogg et al. (1991) developed methods to create a new Census database that can be used to study comparability of industry and occupation classification systems. Also, Schenker, Treiman and Weidman (1993) described a project in which multiple imputation was used to recalibrate industry and occupation codes in 1970 U.S. census public use samples to the 1980 standard. In the applied research area of survey sampling Montalto and Sung, (1996) discovered that multiple imputation accounted for the extra variation due to missing data in the analyses resulting from the 1992 Survey of Consumer Finances. They concluded that inference on this survey from single imputation techniques ignored the extra variability due to missing values and risks misrepresenting the precision of estimates and the significance of relationships. Gelman, King and Liu (1998) performed a comparison of available-case and multiple imputation analysis and showed a marked improvement in the interpretation and results of political polling research using multiple imputation as opposed to available case analysis. Similarly, in the area of political survey research, King et al. (1998) showed that multiple imputation contributed to an efficient way of using about 50% more information in the data than are currently used by political scientists using traditional methods of analyzing incomplete multivariate data. In the medical research area, Rubin and Schenker (1991) provided an overview of multiple imputation in health-care databases. Also, Heitjan and Landis (1994) developed a multiple imputation approach to assess secular trends in blood pressure in the presence of incomplete multivariate data. Lavori, Dawson and Shera (1996) developed a multiple imputation strategy for clinical trials with truncation of patient data. Finally, Fogarty (2000) applied multiple imputation techniques in a commercial data warehousing environment in an effort to improve data mining activities in consumer financial services firms.

Alternative approaches to multiple imputation for creating proper imputations, have been proposed by several researchers (Rao and Shao, 1992; Kong, Liu and Wong, 1994; Liu and Chen, 1995; Fay, 1996 and Davidian, Tsiatis and Leon, 2005). These
alternative approaches are not supported by substantial literature, both theoretical and applied, which now supports the efficacy of multiple imputation and which has been summarized in the preceding two paragraphs. In addition, some of these alternative approaches are either more difficult to implement than multiple imputation or prove to be accurate only under very restrictive conditions.

Finally, Meng (1994) reported that while some of these new perspectives are refreshing and may provide a stimulus for methods in certain applications, they seem to move opposite to the direction of the literature on multiple imputation.

The theoretical and empirical results of multiple imputation presented in literature review above show that multiple imputation techniques have some clear advantages over single imputation. It has also been shown in extended literature review in the previous section that model-based imputation techniques used in credit scorecard reject inference applications will provide some advantage over the popular method of simply working with the accepts. The combined results of the previous two sections suggest that further research needs to be conducted to test the hypothesis that multiple imputation applied to the reject inference problem in credit scoring can provide an advantage over single imputation. The next few sections will empirically explore this hypothesis.

AN APPLICATION/CASE STUDY

Sampling and Research Methodology

This sample used in this research study was developed by collecting data at random from a large German consumer finance company attempting to rebuild an application scorecard for their closed-end home equity loan product. The type of data sampled included accepts and rejects from the businesses application data and an associated credit performance variable from the behavioral data. Application data is derived from applying for credit and investment products and includes such things as age, length of residence age and gender. Behavioral data is related to credit performance and includes such things as balance delinquency, and payment. The application data is gathered by the firm’s numerous branches located throughout Germany. The behavioral data is created on the receivable system as a result of the customers’ transactions. A total of 2142 accepts and 440 rejects were sampled

Ethical Considerations
The most important ethical consideration in this study is related to customer privacy and data protection. This issue specifically relates to work, that deals with traceable individual data records. The countries in the European Economic Union including Germany have already adopted regulations, which relate directly to anyone working on credit scoring in general. These regulations cover such aspects as the openness of records to individual scrutiny and the fairness and legality with which the data is collected. And perhaps the most important for credit scoring, the requirement to specify in advance the purpose for which data is collected and to restrict usage to that specific purpose. The attitude and policies directed toward customer privacy and data protection in the United States, have up to now, been less conservative than in Europe. However, recently public opinion has begun to shift due to the widespread use of the Internet and the implications for invasions of customer privacy (Stephanek, 2000, Green et al, 2000). In order to comply with these regulations for the purposes of this study all personal information was removed from the samples to insures compliance with data protection regulations based on legal approval which was obtained in the home country.

The multiple imputation programs were written using the SAS programming language and the SAS macro facility. The custom programs were appropriately named I.M.I.S.S. Intelligent Multiple Imputation Software System and can be requested through e-mail by contacting the author directly. These programs conduct multiple imputation on SAS data warehouses using logistic regression and can be run on any SAS data warehouse supporting the SAS enterprise Miner module.

**The Missing Data Mechanism**

Every analysis and usage of missing-data methods must make some largely untestable statistical assumptions about the manner in which missing values were lost. These mechanisms were discussed in detail in a previous section. In a reject inference application one already knows why the data was lost (e.g. applicants were rejected). The real question here is whether or not the missing credit performance indicator is ignorable. This study assumes that the missingness mechanism is ignorable, as defined by Rubin (1987). Another, essentially equivalent term for this is the *missing at random* (MAR) assumption (Rubin, 1976; Little, Rubin, 1987).

MAR was an assumption made in this analysis since it satisfied the criteria that a set of characteristics \( Z \) available for building new scorecards includes all the characteristics from the set \( X \) used to make the original accept/reject classification. Therefore, the probability of response depends on the set of characteristics \( Z \) alone and not on the response.
The Imputation Strategy

The overall goal of the imputation strategy in this study is to infer the rejects when developing a consumer credit scorecard, relying on the assumption that the rejected population in the sample does not depend on the accepts. There are basically two standard approaches to choose for imputing data within the multiple imputation procedure. The first approach relies on implicit models that define collections of accepts who are “close” to each reject and thereby returns to imputation methods for univariate $Y_i$. The second approach builds explicit statistical models for the conditional distribution of $Y_i$ given $X_i$ such as a normal linear regression model, and creates imputations based on the model. Nonparametric regression techniques can often be viewed as falling between matching methods as parametric regression approaches (Rubin, 1987).

In this study an implicit modeling approach to the multiple imputation of data was chosen for several reasons. Firstly, the key practical issue with the explicit modeling approach is defining the global model for $\Pr(Y_i|X_i)$ to be accurate locally. In particular, suppose $\Pr(Y_i|X_i)$ specifies that univariate $Y_i$ has a linear regression on univariate $X_i$, but in fact log $(Y_i)$ has a linear regression on $X_i$; the linear approximation can be a decent global approximation, accounting for a large proportion of the variance of $Y$ due to $X$, but still can create less accurate imputations than an implicit model that matches on $X$. Second, hot deck imputation methods as described in earlier sections are an implicit modeling approach and are currently the preferred choice of models for the single imputation of missing data used in government, industry and academia. This fact when combined with the findings by Fogarty and Blake (2002) which showed a gap in the current literature on the widespread use more sophisticated techniques for the imputation of missing data, led to the conclusion that a modeling approach to multiple imputation which resembled approaches that are frequently used with single imputation (e.g. hot deck) were more likely to be implemented by practitioners.

The choice to use an implicit modeling approach for imputation in this study has led to a technical difficulty in that a key issue with implicit modeling methods is defining “close,” since with high-dimensional $X_i$ and a modest number of respondents, the closest available $X_i$ according to one metric (i.e. definition of closeness) may be very far away with respect to another definition, and in particular with respect to the distribution of $Y_i$ given $X_i$ (Rubin, 1987). Furthermore, the technical difficulty just described is directly related to fulfilling the key requirement of an imputation model being able to being able to preserve important aspects of the data distributions and also to preserve important relationships in the data as defined by Schafer (1998).

There was a second technical difficulty which needed to be overcome when making the final choice on a multiple imputation approach which is related choosing those which can be classified as yielding Bayesian proper results. Certain properties of the simulated values of $Y_{mis}$ are required to enable multiple
imputations to yield valid inferences. *Proper* multiple imputations are defined by Schafer (1998) as those which are drawn for distributions possessing these properties. Proper as defined by Rubin (1987) means that the summary statistics \( \widetilde{Q}, \bar{U} \) and \( B \), yield approximately valid inferences for the complete-data statistics \( \hat{Q} \) and \( U \) over repeated realizations of the missing-data mechanism. Schafer (1998) describes the three conditions which are necessary for imputations to be proper under Rubin’s definition: -

1. As the number of imputations becomes large, \( \frac{\widetilde{Q} - \hat{Q}}{\sqrt{B}} \) should become approximately \( N(0, 1) \) over the distribution of the response indicators \( R \) with \( Y \) held fixed.

2. As the number of imputations becomes large, \( \bar{U} \) should be a consistent estimate of \( U \), with \( R \) regarded as random and \( Y \) regarded as fixed.

3. The true between-imputations variance (i.e. the variance of \( \widetilde{Q} \) over an infinite number of multiple imputations) should be stable over repeated samples of the complete data \( Y \), with variability lower than that of \( \hat{Q} \).

Rubin (1987) showed that if the complete-data inference based on \( \widetilde{Q} \) and \( U \) is valid over repeated samples, and the imputation method is proper, then the multiple imputation will yield inferences that are valid from a purely frequentist standpoint.

Schafer’s (1998) definition of proper multiple imputations are a variant of Rubin’s definition previously described. Schafer considers multiple imputations to be *Bayesianly proper* if they are independent realizations of \( P(Y_{mis} | Y_{obs}) \), the posterior predictive distribution of the missing data under some complete-data model and prior. Note that \( P(Y_{mis} | Y_{obs}) \) can be written as:

\[
P(Y_{mis} | Y_{obs}) = \int P(Y_{mis} | Y_{obs}, \theta)P(\theta | Y_{obs})d\theta, \tag{2}
\]

the conditional predictive distribution of \( Y_{mis} \) given \( \theta \), averaged over the observed-data posterior of \( \theta \). Bayesianly proper multiple imputation as described by Schafer thus reflects uncertainty about \( Y_{mis} \) given the parameters of the complete-data model, as well as uncertainty about the unknown model parameters.

In order to solve these technical difficulties it was decided to use a multiple imputation approach known as the approximate Bayesian bootstrap approach which has been applied successfully to clinical trials in the medical research field by Lavori, Dawson, and Shera (1996). This approach to the multiple imputation of missing data uses the approximate Bayesian bootstrap to draw ignorable repeated imputations from the posterior predictive distribution of the rejected population stratified by a balancing or propensity score for the accepts versus the rejects.
Other methods of multiple imputation currently in use include data augmentation and Markov Chain Monte Carlo Methods (MCMC). For instance, Rubin (2003) describes a method using MCMC methods and nested multiple imputations which is easily illustrated in the case of three variables $A$, $B$ and $C$. We begin by filling in all missing $B$ and $C$ values. Then, fit a model of $A|B, C$ using those units where $A$ is observed, and impute the missing $A$ values. Next, toss the imputed $B$ values and fit the model of $B|A, C$, using those units where $B$ is observed, and impute the missing $B$ values. Next, toss the imputed $C$ values, and fit a model of $C|A, B$ using units where $C$ is observed, and impute missing $C$ values. Iterate. Rassler (2003) also introduced a non-iterative Bayesian based multiple imputation procedure which is particularly suited for situations with a smaller percentage of rejects as compared to the larger population of accepts. Integrating these new techniques into reject inference for consumer credit scoring is a subject for further research.

**Multiple Imputation Model in Operation**

The task of imputing the reject data begins with a temporary variable which will be created and will be used as the dependent variable in a logistic regression model. The temporary variable will equal 0 for every reject and will equal 1 for the accepts. The independent variables for the model will be a set of baseline/fixed covariates from the application data, which are thought to be related to the credit performance variable we are imputing. Moving forward the credit performance variable for the rejects will be referred to as missing and the same variable for the accepts will be referred to as the observed.

The model will facilitate the modelling of the missingness using the observed data. Using the coefficients or weights, the propensity that a subject would have a missing value in the variable in question is calculated. In other words, this propensity score is the conditional probability of missingness, given the vector of observed covariates. If the regression does not converge, it is usual to use the values of the previous period or of a baseline covariate as the propensity score.

Next, the data will be divided into groups based on quintiles of the propensity score. Quintiles are a set of five values, which divide the total frequency of a variable into five equal parts. Within each quintile, we count the number of observed and missing values of the target variable. Next, a random sample is drawn with replacement, from the observed responses in the propensity quintile, equal in size to the number of observed data. This creates a posterior predictive distribution of the variable of interest. A second random sample is then drawn, with replacement, equal in size to the number of missing values in the quintile, and this second random sample is then used to fill in the missing values.

This whole process will be repeated 5 times so that the result is 5 complete datasets, where the multiple imputations are independent repetitions from the posterior predictive distribution of interest. The choice to repeat the process 5 times is based on Schafer and Olsen (1998) who showed that multiple imputation can be highly efficient for even small values of $m$. Schafer (1998) showed that the
efficiency of an estimator based on \( m \) is \((1 + \gamma/m)^1\), where \( \gamma \) is the fraction of missing information.

Results

The central theme for testing and validating this reject inference multiple imputation model will be based on the work of Rubin (1996), Schafer (1998) and Fogarty (2000). As stated previously, Rubin concluded that judging the quality of missing data procedures by the ability to recreate the individual missing values (according to hit-rate, mean square error, etc.) does not lead to choosing procedures that result in valid inference, which is the objective of this study. Schafer concurred with Rubin stating that the goal of imputation modeling should not be to predict the missing values with the greatest accuracy or to describe the data in a scientifically meaningful way. Schafer concluded that the goal of imputation modeling should be to properly reflect uncertainty, to preserve important aspects of the data distributions and also to preserve important relationships. Based on this theoretical work of Rubin and Schafer and the practical work of Fogarty the tests used in this study were designed to measure and compare the reject inference imputation method’s ability to properly reflect uncertainty, to preserve important aspects of data distributions and also to preserve important relationships.

There were several tests chosen for use in this research to assess the ability of the reject inference multiple imputation models to allow the credit score developers to conduct valid inferences. The first test will be to assess and compare the segmentation power of the logistic regression propensity models developed for propensity score stratification. This will be referred to as Propensity Score Performance Test. The idea behind this test is based upon the assumption that a model with an acceptable segmentation or ‘balancing’ power according to the propensity score will likely be able to preserve important aspects of the data distributions and also to preserve important relationships under Schafer’s (1998) goal of imputation modeling. The theory for this assumption stems from the work on propensity score segmentation completed by Rubin and Rosenbaum (1983, 1985).

The second test will assess the ability of the reject inference imputation model to properly reflect uncertainty. This will be referred to as the Imputation Variability Test.

This test was designed to address Schafer’s (1998) first requirement of an imputation model being able to properly reflect uncertainty. The central idea of these tests were to develop actual credit scores using reject inference which are examples of those typically used in the risk management within the consumer financial services industry. Logistic regression was the modeling technique chosen.
to develop the models due to its popularity within the consumer financial services industry and the fact that the credit performance outcome was dichotomous. The individual models developed with the rejects inferred using the multiple imputation algorithm are then combined using Rubin’s (1993) method of combining imputations under multiple imputation. The models from the five imputations along with the combined multiple imputation model, will then be scored on the validation datasets and then will be plotted on a model performance graph to compare their performance. Performance will by the models ability to segment the risk outcome. Any differences in the performance of the models on the validation datasets can then be assessed and analyzed. The expectation from this test was that quantitative differences in estimates derived from single imputed financial services datasets will misrepresent the magnitude variability and statistical significance of the parameters in these models and that rejects inferred using multiple imputation can properly reflect uncertainty when analyzing data with rejects.

Overall, these tests when viewed as a whole will provide evidence for the hypothesis that multiple imputation applied to the reject inference problem in credit scoring can provide an advantage over single imputation. In addition, they will test whether applying multiple imputation to the reject inference problem in credit scoring can achieve the imputation goal by being able to properly reflect uncertainty, preserve important aspects of the data distributions and also to preserve important relationships in the data.

**Analysis of the Rejects**

Table 1 provides an analysis of the rejects for the closed-end loan product in Germany. In Germany, the approval rate on this product is near 80% therefore the sample of rejects to accepts has been stratified to represent this ratio. The total number of observations in the dataset is considered generally considered acceptable in the industry for single scorecard development. A larger dataset would need to have been chosen had one intended to make several segmentation splits using multiple scorecard technology.

<table>
<thead>
<tr>
<th>Variable Name</th>
<th>Description</th>
<th>Number Observed</th>
<th>Number Missing</th>
<th>% Rejects</th>
<th>Reasons for Missing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chargeoff</td>
<td>Chargeoff Flag</td>
<td>2142</td>
<td>440</td>
<td>20%</td>
<td>Scoring Rejects</td>
</tr>
</tbody>
</table>
Logistic Regression Propensity Score Performance Test Results

Table 2 is the result of the Propensity Score Performance Tests for the logistic regression propensity score developed to impute the German rejects. The KS at 50.4 is significant at the .05 level. The Chi-square value at 647.82 is also significant at the .05 level. The overall Gini value of .8003 provides evidence of a good level of separation between the rejected and the accepted data throughout the entire range of the propensity score through a Gini coefficient value of .3003. The larger the Gini coefficient, the higher degree of dispersion there is between the two groups (accepts and rejects) according to the propensity score. The information value based tests including the overall and info odds along with the weight of evidence also show a large degree of systematic variation in their values by decile. For instance, the weight of evidence at the first decile is –2.276 versus 1.210 at the fifth decile and 1.529 at the tenth decile. This provides further evidence that the propensity score is segmenting the data on the rejects and the accepts according to the score deciles. Finally, the Lorentz curve in Figure 1 also shows a good level of separation with 75% of the rejected values on a cumulative basis being predicted by the top 25% of propensity scores. Basically, the further the Lorentz curve from the baseline, the greater the segmentation power of the propensity score. Based on the evidence from these tests, the null hypothesis \( H_0 \) that there is no difference in the logistic regression propensity score’s ability to segment the accepts versus the rejects on the German financial services data is rejected. This provides the needed evidence that the data is not missing completely at random and therefore justifies the use of model-based imputation techniques as a missing data approach to reject inference on consumer credit scoring applications. In addition, this test also shows evidence that this technique is able preserve important aspects of the data distributions and also to preserve important relationships under Schafer’s (1998) goal of imputation modeling. Based on the evidence from this test which also agrees with the extensive literature on missing data imputation one would find evidence to the contrary of the final conclusions put forth by Henley (1997) that model-based imputation approaches do not convey any advantages to simply working with the accepts in reject inference applications. Based on this new evidence and the extensive literature review on the topic discussed earlier it would appear that one can now conclude with a great degree of confidence that the use of using model-based imputation procedures would indeed convey an advantage over simply working with the accepts in reject inference applications.
TABLE 2

Propensity Score Performance Statistics: Logistic Regression Model
Developed on the German Data

<table>
<thead>
<tr>
<th>Model</th>
<th>Approvero</th>
<th>Samp</th>
<th>i Prob</th>
<th>Mean</th>
<th>Std. Dev</th>
<th>Weight of Weights</th>
<th>Pool</th>
<th>CH</th>
<th>CH</th>
<th>CH</th>
<th>CH</th>
<th>CH</th>
<th>CH</th>
<th>CH</th>
<th>CH</th>
<th>CH</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I</td>
<td>-0.01</td>
<td>12</td>
<td>0.51</td>
<td>1.00</td>
<td>0.001</td>
<td>0.3393</td>
<td>0.33</td>
<td>46</td>
<td>46</td>
<td>46</td>
<td>46</td>
<td>46</td>
<td>46</td>
<td>46</td>
<td>46</td>
<td>46</td>
</tr>
<tr>
<td>II</td>
<td>-0.01</td>
<td>15</td>
<td>0.49</td>
<td>1.00</td>
<td>0.001</td>
<td>0.3393</td>
<td>0.33</td>
<td>46</td>
<td>46</td>
<td>46</td>
<td>46</td>
<td>46</td>
<td>46</td>
<td>46</td>
<td>46</td>
<td>46</td>
</tr>
<tr>
<td>III</td>
<td>-0.01</td>
<td>202</td>
<td>0.67</td>
<td>1.00</td>
<td>0.001</td>
<td>0.3393</td>
<td>0.33</td>
<td>46</td>
<td>46</td>
<td>46</td>
<td>46</td>
<td>46</td>
<td>46</td>
<td>46</td>
<td>46</td>
<td>46</td>
</tr>
<tr>
<td>IV</td>
<td>-0.01</td>
<td>220</td>
<td>0.59</td>
<td>1.00</td>
<td>0.001</td>
<td>0.3393</td>
<td>0.33</td>
<td>46</td>
<td>46</td>
<td>46</td>
<td>46</td>
<td>46</td>
<td>46</td>
<td>46</td>
<td>46</td>
<td>46</td>
</tr>
<tr>
<td>V</td>
<td>-0.01</td>
<td>245</td>
<td>0.78</td>
<td>1.00</td>
<td>0.001</td>
<td>0.3393</td>
<td>0.33</td>
<td>46</td>
<td>46</td>
<td>46</td>
<td>46</td>
<td>46</td>
<td>46</td>
<td>46</td>
<td>46</td>
<td>46</td>
</tr>
<tr>
<td>VI</td>
<td>-0.01</td>
<td>246</td>
<td>0.78</td>
<td>1.00</td>
<td>0.001</td>
<td>0.3393</td>
<td>0.33</td>
<td>46</td>
<td>46</td>
<td>46</td>
<td>46</td>
<td>46</td>
<td>46</td>
<td>46</td>
<td>46</td>
<td>46</td>
</tr>
<tr>
<td>VII</td>
<td>-0.01</td>
<td>247</td>
<td>0.82</td>
<td>1.00</td>
<td>0.001</td>
<td>0.3393</td>
<td>0.33</td>
<td>46</td>
<td>46</td>
<td>46</td>
<td>46</td>
<td>46</td>
<td>46</td>
<td>46</td>
<td>46</td>
<td>46</td>
</tr>
<tr>
<td>VIII</td>
<td>-0.01</td>
<td>258</td>
<td>0.71</td>
<td>1.00</td>
<td>0.001</td>
<td>0.3393</td>
<td>0.33</td>
<td>46</td>
<td>46</td>
<td>46</td>
<td>46</td>
<td>46</td>
<td>46</td>
<td>46</td>
<td>46</td>
<td>46</td>
</tr>
<tr>
<td>IX</td>
<td>-0.01</td>
<td>264</td>
<td>0.69</td>
<td>1.00</td>
<td>0.001</td>
<td>0.3393</td>
<td>0.33</td>
<td>46</td>
<td>46</td>
<td>46</td>
<td>46</td>
<td>46</td>
<td>46</td>
<td>46</td>
<td>46</td>
<td>46</td>
</tr>
<tr>
<td>X</td>
<td>-0.01</td>
<td>266</td>
<td>0.76</td>
<td>1.00</td>
<td>0.001</td>
<td>0.3393</td>
<td>0.33</td>
<td>46</td>
<td>46</td>
<td>46</td>
<td>46</td>
<td>46</td>
<td>46</td>
<td>46</td>
<td>46</td>
<td>46</td>
</tr>
</tbody>
</table>

**Germany**

<table>
<thead>
<tr>
<th>Germany</th>
<th>Logistic Regression Propensity Score</th>
<th>CH</th>
<th>CH</th>
<th>CH</th>
<th>CH</th>
<th>CH</th>
<th>CH</th>
<th>CH</th>
<th>CH</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>0.33</td>
<td>46</td>
<td>46</td>
<td>46</td>
<td>46</td>
<td>46</td>
<td>46</td>
<td>46</td>
</tr>
</tbody>
</table>

C  = 95% CI

*Note: t-Tests for differences = H"Model"
Figure 1
**Imputation Model Variability Tests for Germany**

Since the extensive literature review and new evidence presented above gives us an increased level of confidence in using model-based imputation procedures for reject inference applications further research is now proposed based on additional gaps in the existing literature. This research will address the process of choosing the right MDT technique from which to conduct reject inference given the fact that there are many choices available to the credit scorecard developer. The hypothesis being put forth based on the evidence derived from the existing literature is that multiple imputation as opposed to single imputation models is the MDT technique which credit score developers should use to achieve superior results in their reject inference applications.

A home equity installment loan application model was used to test the multiple imputation model's ability to capture imputation variability in a multivariate framework in the German business. This model is typical of those developed and used in Germany and elsewhere to assess the future credit risk of existing customers who are applying for a closed-end loan. Every applicant typically gets a score and this score is used to make an accept/reject decision on whether or not the customer should receive the loan. Usually this decision is usually made at the branch or point of sale. The dependent variable is binomial. Bads were defined by identifying anyone over 90 days delinquent over an 18 month time period while goods were defined as anyone less than 30 days over the same 18 month period. Indeterminates were defined as people from 30-90 days delinquent over the same time period and were excluded from the model development because their behavior cannot be specifically classified from a risk perspective. The independent variables were application data provided from the accepted and rejected applicants and extracted from the German data mart. The rejects were inferred using the multiple imputation model developed for this study. Figure 2 shows the predicted level of losses by score percentile. These losses are weighted to a level typical of that expected for this type of product in Germany. Note the difference between Imputation 5 and Imputation 4 in predicted level of losses is 4.01% at the tenth decile. Note also that difference between Imputation 1 and Imputation 4 in predicted level of losses is 1.58% at the seventh decile. This is in contrast to the difference in predicted level of losses between Imputation 2 and Imputation 4 in the sixth decile, which is only .061%. The multiple imputation estimate is generally the average between the values predicted from the individual imputation estimates. This serves to account for the increased level of variation, which can occur in a single imputation paradigm. This analysis provides evidence as to the capability of the multiple imputation model's ability to capture imputation variability in a reject inference application. This analysis clearly show evidence that one can derive different conclusions based on the variation due to missing
data when using single imputation. This analysis also shows in a credit scorecard decision setting that when stable predictions are desired, then multiple imputation should always be used as a missing data approach to reject inference.
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CONCLUSIONS

This work represents an original and unique contribution to the literature in that it expands upon the preliminary work of Henley (1997) who first suggested the use of missing data approaches for reject inference on consumer credit scorecards. The expanded literature review conducted in this study overwhelmingly challenged the final conclusions of Henley (1997) that model-based imputation approaches do not convey any advantages to simply working with the accepts in reject inference applications. Based upon the disagreement between Henley’s preliminary conclusions and the extended literature review a quantitative analysis was conducted to provide evidence to the hypothesis that using model-based imputation procedures would indeed convey an advantage over simply working with the accepts in reject inference applications. Evidence from these tests conducted in the analysis justified the use of model-based imputation techniques as a missing data approach to reject inference on consumer credit scoring applications. In addition, these tests also showed evidence that that the multiple imputation technique which was selected for this study based on the recommendations derived from the literature review was able to preserve important aspects of the data distributions and also to preserve important relationships under Schafer’s (1998) goal of imputation modeling.

Based on the results from this study which also agrees with the extensive literature on missing data imputation evidence was found contrary to the final conclusions put forth by Henley (1997) that model-based imputation approaches do not convey any advantages to simply working with the accepts in reject inference applications. Based on this new evidence and the extensive literature review on the topic discussed earlier it would appear that scorecard developers can now conclude with a great degree of confidence that the use of using model-based imputation procedures would indeed convey an advantage over simply working with the accepts in reject inference applications on consumer credit scorecards.

It was also demonstrated from the imputation model variability tests that scorecard developers can derive different model results based on the variation due to the missing data inference when using single imputation for reject inference. Furthermore, the analysis showed that the multiple imputation estimate is generally the average between the values predicted from the individual imputation estimates. One can conclude from this evidence that in a credit scorecard decision setting that when stable predictions are desired, then multiple imputation should always be used as a model-based missing data approach to reject inference in consumer credit scoring applications.

One possible limitation of this research is that there is no comparison versus other reject inference techniques in terms of loss performance over time. The study concludes that model-based multiple imputation should be used as a whenever someone is applying a missing data approach to reject inference due to the fact that rejected data is not missing completely at random (MCAR) and also due to the fact that multiple imputation is able to capture imputation variability and therefore
insure more stable predictions, however, there is a need to compare the effectiveness of reject inference techniques on actual losses. This important analysis was beyond the scope of this introductory research into the use of multiple imputation for reject inference but is a suggestion for further research.

In addition, further research is necessary to allow one to choose the right multiple imputation technique from which to conduct reject inference given the fact that there are many choices currently available to the credit scorecard developers. Further research can also be conducted at properly integrating multiple imputed datasets of the rejects and accepts into some of the traditional credit scoring development techniques such as fine classing and course classing. Research in this area would provide scorecard developers with guidance as to how to properly incorporate this technique into the scorecard development process. Further research can also be conducted to compare the relative efficiencies of the Bayesian approach to imputation and other model-based imputation procedures. This idea could be extended to reject inference applications and even into an overall Bayesian approach to credit scoring which has yet to be explored. Finally, this study should be expanded in the future to include the imputation of missing data in behavioral scoring applications which will serve to improve the overall quality of these tools when used in making decisions on existing accounts applications such as credit line increase programs or shadow limit authorizations.

Research in this area is extremely beneficial in order to allow credit scorecard developers to have the knowledge to treat reject inference as a science instead of the traditional approach of treating as something of an art, or worse, ignoring the problem completely. The benefits to consumer financial service firms is that they will begin to see tangible improvements in their top line results in terms of an improvement in acceptance rates and also improvements in the bottom line due to reductions in contractual credit losses and bankruptcies due to better decision tools. Furthermore, consumers of financial services products will benefit directly from this research due to the fact that the better credit quality customers will no longer have to subsidize the cost of credit losses due to inefficient risk management tools and all consumers will have a greater choice and access to consumer lending products in the marketplace. Finally, this research will also be beneficial to other industries given the recent expansion of scoring technologies to other business applications such as insurance underwriting (Banham, 2003; Imbriaco, 2005).
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